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ABSTRACT 

Due to aging, weathering, infiltration, solar radiation and other factors, building and human infrastructures 
are subject to deterioration and, consequently, they periodically need to be monitored in order to determine 
whether they need any maintenance or restoration action. Traditionally, deterioration monitoring is done by 
means of on-site inspection performed by a human specialized operator. Despite being a reliable monitoring 
approach for small buildings, it becomes a not so affordable monitoring method for large buildings and 
infrastructures, where a human operator needs the use of external facilities for a careful visual inspection. The 
high costs related to such kind of inspection motivate the search for alternative monitoring methods. In 
particular, the availability of low cost drones, embedded with high resolution cameras, represent a viable way 
for a visual inspection of areas otherwise difficult to reach by human operators. Actually, this paper aims at 
investigating the use of low cost drones combined with artificial intelligence recognition methods, which 
recently proved to reach state of art classification performance in many applications. Such approach is applied 
for the detection of damaged bricks on the façade of a university building, reaching a good recognition 
performance. 

 
 

I. INTRODUCTION 

Deterioration on buildings, due to several factors 
such as aging, infiltration and humidity, is typically 
monitored by means of on-site inspection done by 
human operators (Bauer, Kraus, Silva, & Zanoni, 2014; 
Giacomucci et al., 2011; Hällström et al., 2009). As long 
as such kind of inspection is carefully done by expert 
operators it usually ensures good results on easily 
reachable/visible areas. However, for large and high 
buildings this approach has clear flaws on the reliability 
of the results, on the difficulty of obtaining them and on 
the time efficiency of the approach itself. For instance, 
areas on the upper part of high buildings are often 
difficult to be directly and carefully observed by a 
human operator: a reliable quantification of the 
deterioration can require evaluating the building 
surface from a very close distance, which usually leads 
to long procedures in order to enable the operator to 
be in this kind of working conditions. 

This work aims at proposing a different approach 
which exploits recent development on drones, 
geomatics and computer vision.  

On the one hand, during the last decade the usage of 
Unmanned Aerial Vehicles increased at an incredible 
rate, involving a wide range of civil applications. The 
increasing number of applications implies a significant 
increase of UAV market size: the global commercial 
UAV market size is expected to keep on growing at an 
annual rate of approximately 17% in the next years, 

making it one of the most rapidly increasing market 
sectors. The flexibility of usage of UAVs and their 
worldwide spread are important factors easing the 
development of low cost solutions based on their use. 

 On the other hand, the recent developments on 
machine learning techniques, and in particular on deep 
learning and convolutional neural networks (Lecun, 
Bengio, & Hinton, 2015), allowed to improve the level 
of performance of previously proposed classifiers. Their 
stunning performance on several recognition 
applications and their relatively ease of usage make 
deep learning techniques the state of the art of the 
current recognition and classification methods. 

Taking into account of the above observations, this 
work proposes the usage of UAVs for monitoring the 
deterioration level of bricks on a University building. 
First, images are acquired by a low cost UAV ($ 350) 
flying close to the building façade. Then, the acquired 
images are rectified in order to emulate a camera view 
perpendicular to the building façade. Finally, deep 
learning-based recognition is used in order to detect 
deteriorated bricks on the building façade. 

The rest of the paper is organized as follows: first, the 
specific case study considered in this work is presented 
in Section II. Then, the proposed data processing 
approach and the obtained results are described in 
Section III. A discussion on the system performance and 
a more general point of view taking into account of 
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other remote sensing possibilities is reported in Section 
IV. Finally, some conclusions are drawn in Section V. 

 
 

 
Figure 1. North-East façade of the considered building. 

 

II. CASE STUDY 

The case study considered in this paper is the 
detection of damaged bricks on a façade of the building 
of the University of Padua (Italy) shown in Fig. 1. 

Such work has been motivated by the periodical need 
of maintenance for the façades of such building, which 
are subject to significant deterioration, in particular due 
to infiltration and weathering. 

Fig. 2 shows a portion of the building façade, where 
several damaged bricks can be seen. 

 
Figure 2. Portion of a façade of the building shown in 

Figure 1. 

 

In this work, the inspection has been carried out by 
means of a Parrot Bebop 2 quadcopter. Such drone is a 
very low cost ($ 350, approximately) unmanned aerial 
vehicle (UAV), which enables low cost acquisition of 
aerial images at quite high resolution (14 Mpix). 

Despite such drone can be used as an unmanned 
vehicle, actually, in this work the quadcopter was 

expected to fly very close to the building. Given the risk 
of crash, the possibility of human presence close to the 
considered area, and the quite unusual planned flight, 
in this work the drone has been remotely piloted by a 
human operator. 

The drone flew at 1-2 m from the building façade 
during all the data acquisition. Camera and drone 
orientations were set in order to have an approximate 
frontal view of the façade.  

Motivated by the need of properly surveying all the 
area of interest and given the difficulty of ensuring a 
reasonable overlapping between successive single 
images, visual data acquisition was performed in video 
mode, by exploiting the 1080p@30 Hz full HD video 
acquisition mode of the Bebop 2 camera. 

Despite the data acquisition has been done in video 
mode, the quality of images acquired by the drone is 
relatively good, in particular in slowly moving (quasi-
still) conditions, as shown in Fig. 3. 

 
(a) 

 
(b) 

Figure 3. (a) Example of Parrot Bebop 2 view at 
approximately 3-4 m far from the façade. (b) Portion of the 
façade extracted by a Parrot Bebop 2 camera view at 1-2 m 

distance from the building. 

 

Despite the Bebop 2 camera is relatively good for a 
low cost drone, it is quite clear the quality difference 
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between the image detail shown in Fig. 2 (acquired at 
ground level by a professional digital camera) and the 
portion of the Bebop 2 image shown in Fig. 3. 
Nevertheless, the results shown in the following Section 
experimentally prove that the considered approach 
allows to obtain reasonable results even with such low 
cost drone and camera. 

 

III. IMAGE PROCESSING AND DAMAGE DETECTION 

Frames acquired by the Parrot Bebop 2 in video 
mode: such frames are 2 Mpix images that correspond 
to the central part of the wide-angle camera view.  

Due to the presence of some wind the drone slightly 
changed its orientation during the data acquisition. 
Since in the proposed procedure it is assumed to feed a 
neural network with frontal views of the bricks to be 
analyzed, the video frames are corrected in order to 
simulate the view from a perfectly orthogonal direction 
to the planar wall surface. To this aim, the interior 
camera parameters have been pre-calibrated (actually, 
such calibration has been done by processing the video 
frames). 

 
A. Image Processing 

Each video frame is processed in order to: 

1) Correct the perspective point of view 
2) Extract the area corresponding to each brick. 

First step for obtaining an approximate perspective 
correction is the estimation of the camera reference 
frame orientation with respect to the wall plane. To 
such aim, lines corresponding to the brick borders are 
extracted. 

Edge detection is implemented by using a Sobel filter 
and then extracting the most probable lines by means 
of the Hough transform (Illingworth & Kittler, 1988; 
Kanopoulos, Vasanthavada, & Baker, 1988). 

Figure 4 shows an example of Sobel filter result on a 
portion of a drone video frame. 

Hough transform requires a parametric 
representation of the lines to be detected. A standard 
line representation has been considered: 

 

 𝜌 = 𝑢 cos 𝜃 + 𝑣 sin 𝜃                               (1) 

 
where 𝑢, 𝑣 = horizontal and vertical image 

coordinates (in pixels) 
 𝜌 = distance between the origin of the 

reference system and the line 
𝜃 = angle of the shortest line connecting the 
origin with the considered line (which hence 
has an angle of 𝜃 + 90° 

 

A discrete parametrization for 𝜃 and 𝜌 in (1) has to be 
considered in order to apply the Hough transform. 
Angles have been sampled at a 1 degree resolution, 
whereas 𝜌 has been sampled at a 1 pixel resolution. 

 
Figure 4. Result of the Sobel filter on a portion of video 

frame acquired by the drone. 

  

 
Figure 5. Lines detected with the Hough transform on the 

area shown in Figure 4. 

 
The lines detected by means of the Hough transform 

in the image portion of Figure 4 are shown in Figure 5. 
Once lines have been detected camera-wall relative 

orientation is estimated and corrected in order to have 
an approximately orthogonal camera view of the wall 
with the horizontal axis of the camera aligned with the 
horizontal brick borders: in such conditions the brick 
borders are approximately aligned with both the 
vertical and horizontal image axes (check an example of 
the obtained results in Figure 6). Such transformation is 
similar to the commonly used image rectification, i.e. 
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undistorted image coordinates are remapped as 
follows: 
 

[
𝑢′
𝑣′
1

] ∝ 𝐾𝑅𝑇𝐾−1 [
𝑢
𝑣
1
]                               (2) 

 
where 𝐾 = intrinsic camera matrix 
 𝑅 = rotation matrix describing the camera-wall 

relative orientation 
 

 
Figure 6. Remapped image. 

 
Then, brick segmentation is performed by the 

applying the following steps: 
- Thresholding the image (e.g. by using Otsu’s 

method) 
- Finding the list of the connected regions in the 

thresholded image. 
- For each connected region with a sufficient area 

(i.e. in order to consider only bricks which are 
entirely, or almost entirely, visible in such image) 
determining the smallest polygon (e.g. rectangle) 
containing such connected region. 

The result of such procedure applied to Figure 6 is 
shown in Figure 7. 
 
 

B. Damage Detection 

Once bricks have been properly segmented in the 
video frames, they are resized and used as input to feed 
a neural network classifier. 

In this work the very commonly used AlexNet 
(Krizhevsky, Sutskever, & Hinton, 2012) has been 
modified and re-trained in order to properly distinguish 
between damaged bricks and those in good conditions. 

 

 
Figure 7. Bricks segmented in Figure 6. 

 
To this aim a set of 92 bricks have been properly 

manually labeled. In order to ensure a satisfying 
performance with both such categories, half of the 
learning samples were damaged bricks, and viceversa. 
Furthermore, since 92 samples are clearly not enough 
to properly train the network, data augmentation was 
obtained as follows: the original images were rotated 
and symmetrically flipped in order to increase the 
cardinality of the training set, as often done when 
dealing with not so large dataset to be used in deep 
learning applications. 

Hence, the network has been trained by using 736 
samples (larger than the original dataset by a factor 8). 

Then, other 192 bricks have been manually labeled 
and used for validating the previously trained network, 
leading to the results shown in Table 1. It is worth to 
notice that, in order to check the network performance 
as much as possible the same kind of data 
augmentation applied to the brick images in the 
learning phase has been applied to the validation 
dataset. Consequently, the cardinality of the validation 
dataset increased to 1536 bricks: 1168 in good 
conditions (i.e. 146 according to the original dataset) 
and 368 damaged ones (i.e. 46 in the original dataset).  

 

Table 1. Brick classification results 

Real class Classification result 

Brick conditions Good Damaged 
Good 1157 (99.06%) 11 (0.94%) 
Damaged 8 (2.2%) 360 (97.8%) 

 
 

C. Combining Different Frames 

A standard vision based approach is used for the 
estimation of the relative pose between the camera in 
two successive video frames, i.e. feature matching, 
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epipolar geometry estimation, and motion parameter 
extraction from the essential matrix. 

It is worth to notice that in this case the aim of such 
step is rather that establishing the proper 
correspondences between bricks, in order to avoid to 
re-analyze the already examined ones, than to 
accurately estimate the camera motion.  

 

IV. DISCUSSION 

A number of works have been published during the 
last years showing the effectiveness of neural network 
based classifiers (Deng, 2014; Masiero et al., 2019; 
Pierdicca et al., 2018; Simonyan & Zisserman, 2014). In 
particular the spread of pre-trained networks has 
tremendously increased both the range of applications 
and the effectiveness of neural network-based 
approaches. 

This paper aimed at showing the potential of even a 
very widely used network, such as the AlexNet, once 
properly re-trained in order to work on a very specific 
damage detection classification problem: to such aim, a 
very low cost drone has been used to acquire video 
frames of the façade of a university building. The drone 
flew at quite close distance from the façade, with the 
camera optical axis orientated approximately 
orthogonal to the façade surface (Figure 8). 

 

 
Figure 7. Parrot Bebop 2 drone acquiring a video close to a 

façade of the building of Figure 1. 

 
The acquired video frames were processed in order 

to compensate the variations of drone orientation with 
respect to such orthogonal direction and to properly 
segment bricks in the acquired images. 

Then, the last three layers of the AlexNet have been 
re-trained on a relatively small learning dataset (736 
data samples, obtained by simple transformations of 92 
brick images, half of which representing damaged bricks 
and half bricks in good conditions). It is worth to 
mention that, despite the availability of a much larger 
training dataset is clearly a desirable working condition 
to ensure more reliable training results (and, for 
instance, reduce the chance of overfitting issues), 
actually the possibility of reaching reasonable training 
results also with a relatively small training dataset is 

clearly very interesting in terms of practical applicability 
of the approach, in particular in the applications where 
data acquisition before the system use is quite hard. 

The re-trained network showed very good 
performance on the validation dataset (192 bricks), 
leading to a correct classification in the 98.8% of the 
considered validation cases. False positive (bricks in 
good conditions classified as damaged) chance was 
0.94%, whereas false negative (damaged bricks 
classified as in good conditions) probability was 2.2%.  

Despite the proposed approach gave quite good 
results, it is clear that the integration with other sensor 
information might help in providing more information 
to the human operators in charge of evaluating the 
need for maintenance. 

For instance, the introduction of 3D information, as 
for instance terrestrial laser scanning such as in 
(Błaszczak-Bąk, 2016), can be useful in order to 
determine the geometric level of the damages, or to 
check the potential position changes of bricks (possibly 
due to several factors, such as building structural 
instabilities, infiltrations, and so on). Furthermore, the 
use of multi-spectral/hyper-spectral/thermal cameras 
can be useful for instance in order to determine more 
information about infiltration level (Bauer, Pavón, 
Oliveira, & Pereira, 2016).  

Consequently, an integrated approach, which 
considers information acquired by different sensors, 
shall be considered in our future research works. Such 
approach, which can use a neural network-based 
sensor integration method, can lead to the 
development of a more informative system, enabling 
the simultaneous acquisition/estimation of multiple 
information on the elements which form the building 
façades. 

Furthermore, it is also worth to mention that the 
considered network is not necessarily the best one for 
the considered problem. Actually, this work shows the 
quite impressive adaptability of neural networks, 
however a more in depth investigation on the network 
optimization should be done in the future in order to 
improve further the obtained results. 

 

V. CONCLUSIONS 

A number of work recently showed the effectiveness 
of deep learning based approaches: in particular, the 
introduction of pre-trained neural network allowed to 
dramatically improve the performance of classifiers. 

 This paper presented the use of a deep learning-
based method in order to detect damaged bricks on a 
building façade (the building of the University of Padua 
used as case study in this work is shown in Figure 1). The 
proposed approach, which exploited a very commonly 
used neural network properly re-trained with a 
relatively small training dataset, confirmed the high 
potential of such kind of approach in this application as 
well. 
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Actually, our future work will be dedicated on the 
integration of the standard camera information with 
that acquired by different sensors in order generalize 
and extend such approach in order, for instance, to 
improve the comprehension of the causes leading to 
the detected damages. 
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